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Abstract The Aristotelian square of oppositions is a well-known diagram in logic
and linguistics. In recent years, several extensions of the square have been discovered.
However, these extensions have failed to become as widely known as the square.
In this paper we argue that there is indeed a fundamental difference between the
square and its extensions, viz., a difference in informativity. To do this, we distinguish
between concrete Aristotelian diagrams (such as the square) and, on a more abstract
level, the Aristotelian geometry (a set of logical relations). We then introduce two
new logical geometries (and their corresponding diagrams), and develop a formal,
well-motivated account of their informativity. This enables us to show that the square
is strictly more informative than many of the more complex diagrams.

Keywords Square of Oppositions - Logical Geometry - Logical Diagram -
Opposition - Implication - Information as Range - Unconnectedness
1 Introduction

The Aristotelian square of oppositions is a diagram that displays four formulas, and
certain logical relations holding between them. Although traditionally, it was closely
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associated with Aristotelian syllogistics, it can be used to study many other logical
systems, and nowadays also has applications in linguistics. In recent years, many,
increasingly complex extensions of the square have been discovered and intensively
studied. At first sight, there does not seem to be a fundamental difference between the
Aristotelian square and its extensions. In practice, however, there is a major difference
in ‘popularity’: while the square is nearly universally known among logicians and
formal linguists, many of the larger diagrams are only known by a few specialists.

The main aim of this paper is to argue that there is indeed a fundamental dif-
ference between the square and its extensions, viz., a difference in informativity. To
do this, we will develop a formal, well-motivated account of information in (Aris-
totelian and other) diagrams, and then use it to show that the square is strictly more
informative than many of the more complex diagrams.

Our argumentation consists of four main steps. The first step is to distinguish
between concrete Aristotelian diagrams (such as the square and its extensions) and,
on a more abstract level, the Aristotelian geometry (the set of logical relations vi-
sualized in Aristotelian diagrams). This distinction will enable us to provide a more
fine-grained analysis later on (in the fourth step).

Second, we will define two new logical geometries, viz., the opposition and impli-
cation geometries (and the corresponding types of diagrams). The Aristotelian geom-
etry can advantageously be seen as hybrid between these two new geometries: they
solve some problems that have traditionally been associated with the Aristotelian ge-
ometry, and they also have several independent motivations.

The third step concerns information in the opposition and implication geometries.
We will adopt an account of information that is well-known in logic and semantics,
viz., information as range, and show that it can be used to compare the informativity
not only of statements (as is usually done), but also of logical relations. This yields an
informativity ordering on the opposition and implication geometries. We will show
that this ordering is highly intuitive, and also fits well with the structural properties
of these geometries.

The fourth and final step brings everything together. We will argue that the Aris-
totelian square is highly informative in two successive steps. First, we will show that
the Aristotelian geometry is informationally optimal: it is hybrid between the oppo-
sition and implication geometries not in some random manner, but exactly so as to
maximize informativity. Second, within the Aristotelian geometry, we will make a
further distinction between more and less informative diagrams, based on whether or
not they contain pairs of formulas that are unconnected (i.e., that stand in the least
informative opposition and implication relations). It turns out that such minimally
informative pairs do not occur in the classical square, but do occur in some of its
extensions.

This four-step argumentation is reflected in the structure of the paper. Section 2
provides some historical background and examples of the Aristotelian square and its
extensions; most importantly, introduces the geometry/diagram distinction. Section 3
introduces the opposition and implication geometries and discusses their various
properties and motivations. Section 4 applies the ‘information as range’-perspective
to the opposition and implication geometries, and discusses some advantages of this
application. Section 5 shows that the Aristotelian geometry is hybrid between the
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opposition and implication geometries in an informationally optimal way; it also in-
troduces the notion of unconnectedness and studies in which Aristotelian diagrams
it occurs. Finally, Section 6 wraps things up and suggests some questions for further
research.!

2 The Aristotelian Square of Oppositions

This section introduces the Aristotelian square of oppositions. Subsection 2.1 de-
fines the Aristotelian geometry and its diagrams, and provides some examples of the
square in various logical systems, while Subsection 2.2 discusses some extensions to
larger diagrams, such as hexagons and octagons. Building on this concise overview,
Subsection 2.3 raises the main issue that will be addressed in this paper.

2.1 A Brief History of the Aristotelian Square

The Aristotelian square of oppositions has a rich tradition, originating—together with
the discipline of logic itself—in Aristotle’s logical works. It has been used and de-
scribed by some of the most distinguished scholars in the history of philosophical
logic, such as Avicenna (Chatti 2012), Anselm of Canterbury (Uckelman 2009), John
Buridan (Hughes 1987; Read 2012b), Boole and Frege (Peckhaus 2012).2 Contem-
porary logicians too have found it worthwhile to show that the logics they are study-
ing give rise to square-like structures. Typical examples include the construction of
squares for modal logic (Fitting and Mendelsohn 1998; Carnielli and Pizzi 2008),
intuitionistic and linear logic (Méles 2012), structuralist logic (Koslow 1992, 1999),
epistemic logic (Lenzen 2012), deontic logic (Moretti 2009b; McNamara 2010) and
temporal logic (Rini and Cresswell 2012). Applications of the square to natural lan-
guage have been explored by linguists such as van der Auwera (1996), Horn (1989,
2012) and Seuren (2010, 2012a,b).

Formally speaking, we will take the Aristotelian square to be a concrete diagram
that visualizes an underlying abstract geometry, i.e., a set of logical relations between
formulas (relative to some background logical system S).?

Definition 1 (Aristotelian geometry) Let S be a logical system, which is assumed to
have connectives expressing classical negation (—), conjunction (/) and implication

! For the sake of readability, some technical remarks and results have been placed in an appendix; they
are not essential for our main line of argumentation.

2 For a more exhaustive historical overview, see Parsons (2006) and Seuren (2010, chapter 5).

3 1In this paper, the term ‘Aristotelian’ is used in a strictly technical sense, to distinguish the Aristotelian
geometry and its diagrams from other kinds of geometries and diagrams that will be introduced later.
Hence, by calling a certain relation ‘Aristotelian’ we do not mean to imply that Aristotle himself acknowl-
edged that relation; similarly, by calling a certain diagram ‘Aristotelian’ we do not mean to imply that
Aristotle himsef drew such a diagram, or even defended its validity. (For a detailed account of the histori-
cal origins of the square, see Londey and Johanson (1984).) Finally, the discussion of the problems in the
Aristotelian geometry in Subsection 3.1 should not be seen as a piece of historical Aristotle scholarship,
but rather as the systematic development of a new perspective on some issues in contemporary logic.
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(—),* and a model-theoretic semantics. Let %5 be the language of S. The Aristotelian
relations for S are defined as follows: the formulas @,y € % are
S-contradictory iff SE-(pAy) and SE-(-eA-y),
S-contrary iff SE-(pAy) and SKE-(-@A-y),
S-subcontrary iff SE-(pAY) and SE-(-@A-y),
in S-subalternation iff SE@ -y and SpEY— 0.
The Aristotelian geometry for S is the set &/4s = {CD,C,SC,SA} of the four Aris-
totelian relations for S (the abbreviations stand for contradiction, contrariety, subcon-
trariety and subalternation, respectively).

When the system S is clear from the context, we will often leave it implicit, and
simply talk about ‘contrary’ instead of ‘S-contrary’, etc. Intuitively, the first three
relations—CD, C and SC—are defined in terms of whether the formulas can be true
together (the @ A y part) and whether they can be false together (the = A — part);’
the fourth relation—SA—is defined in terms of truth propagation.

Definition 2 (Aristotelian diagrams) Let S be a logical system as in Definition 1.
An Aristotelian diagram for S is a diagram that visualizes an edge-labeled graph G.
The vertices of G are contingent and pairwise non-equivalent formulas @;,..., @, €
_2”5;7 the edges of G are labeled by the Aristotelian relations between those formulas,
i.e., if ¢; and @; stand in any Aristotelian relation, then this is visualized according to
the code in Figure 1.8

Fig. 1 Code for visually representing the Aristotelian relations

contradiction cD
contrariety (  e—m————
subcontrariety SO

subalternation SA —-

Note that Definition 2 allows only contingent and pairwise non-equivalent for-
mulas to appear in Aristotelian diagrams. The first reason for these restrictions is of
a historical nature: classically, squares of oppositions only contained non-equivalent

4 Ttis well-known that in the presence of classical negation, each of A and — can be defined in terms of
the other: ¢ — Yy =—(p A—y), and ¢ Ay = —(¢ — —y). We will return to this remark in Subsection 3.3.

3 Ttis well-known that =(—~¢ A =) is equivalent to @ \V y, but we choose to stick with the first notation,
because it more clearly expresses the idea of ¢ and y being false together.

6 Tt should be clear that we do not view the Aristotelian relations in terms of properties of the formulas
they relate such as quantity and quality, as is done in many historical studies on Aristotelian logic (Parry
and Hacker 1991). For more about this difference, see Demey (2012c, pp. 328-329).

7 SoSHE @, S, and S [ @ <> @, for 1 <i j<n.

8 1t follows immediately from Definition 1 that the first three relations are symmetric, and are therefore
represented in Figure 1 by lines without arrows. We represent ¢ and y being in subalternation by means
of an arrow going from ¢ to Y, classically referred to as the ‘superaltern’ and ‘subaltern’, respectively.
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contingencies. More importantly, although the Aristotelian geometry perfectly allows
non-contingencies to enter into multiple Aristotelian relations with other formulas,’
those relations will be vacuous and visualizing them would needlessly mess up the
diagrams (Sanford 1968). Furthermore, the restriction to pairwise non-equivalent for-
mulas shows that Aristotelian diagrams are essentially semantic entities: like Hasse
diagrams, they represent formulas only up to logical equivalence.'”

The most prototypical Aristotelian diagrams are those which have exactly four
vertices, better known as the Aristotelian squares. Figure 2 shows three such Aris-
totelian squares for fragments of (a) classical propositional logic (CPL), (b) the modal
logic S5, and (c) the deontic logic KD.!! For example, p A ¢ and pV g are in CPL-
subalternation (CPL = (pAg) — (pVq) and CPL = (pVg) — (pAg)), Op and O-p
are S5-contrary (S5 = —(Op AO=p) and S5 & —(—=0Op A—=O-p), and Pp and P—p
are KD-subcontrary (KD & —(Pp A P-p) and KD |= =(=Pp A =P—p). The modal
logic S5 will be used as a running example throughout this paper.'?

Fig. 2 Aristotelian squares for (a) CPL, (b) the modal system S5 and (c) the deontic system KD.
phg=—=—=—="(pVq) Op=—=—=—- O—p Op=———=—- O—p

2.2 Extensions of the Aristotelian Square

It should be noted that Definition 2 does not require an Aristotelian diagram to have
only 4 formulas as vertices. Unsurprisingly, then, there have been several proposals
throughout history to extend the Aristotelian square to more complex diagrams. The
most widely known extension is the Aristotelian hexagon proposed by Jacoby (1950,
1960), Sesmat (1951) and Blanché (1952, 1966). A different Aristotelian hexagon
was proposed by Czezowski (1955), although it was already known by the 13th-
century logician William of Sherwood (Kretzmann 1966; Khomskii 2012). While the
first type of hexagon is closed under Boolean operators, the second one is not; these,
and other, differences are studied in Smessaert (2012a). Further two-dimensional gen-
eralizations include the octagons described by Béziau (2003) and Seuren (2010); the

9 Tautologies are subaltern and subcontrary to any contingent formula. Conversely, contradictions are
superaltern and contrary to any contingent formula.

10" For a more detailed discussion of the connection between Aristotelian diagrams and Hasse diagrams,
see Smessaert (2009) and Demey and Smessaert (2014).

1" The operators O and P in the deontic square stand for ‘obligatory’ and ‘permitted’, respectively.

12 Note that we will not consider squares for the quantifiers, and thus sidestep the notoriously difficult
issue of existential import (Chatti and Schang 2013; Parsons 2006; Read 2012a; Seuren 2012a), since the
informativity account to be developed here is entirely independent of it.
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latter was already known by the 14th-century logician John Buridan (Hughes 1987;
Read 2012b). Figure 3 shows two hexagons and an octagon for the modal logic S5.13

Fig. 3 (a) Sesmat-Blanché hexagon, (b) Sherwood-Czezowski hexagon, and (c) Béziau octagon for S5.
OpVOwp
OpVOwp

Sp N Op
(@) (b) (©

In recent years, even further generalizations have been proposed, moving from
the two-dimensional to the three-dimensional realm. For example, Moretti (2009a)
and Chatti and Schang (2013) study two types of Aristotelian cubes, while Smessaert
(2009) and Demey (2012c) describe a rhombic dodecahedron, a diagram comprising
14 formulas. Other, related Aristotelian diagrams have been studied by Sauriol (1968)
and Moretti (2009a, 2012b).

These larger Aristotelian diagrams seem to be manifestations of a deeper rela-
tion between the disciplines of logic and geometry. For example, reflecting upon the
logical interpretation of the rhombic dodecahedron, Kauffman (2001, p. 91) writes:

[there exists a] remarkable connection of polyhedral geometry with basic
logic [. . . ] One does not expect to find direct connections of the structure
of logical speech with the symmetries of Euclidean Geometry. [. . . ] The
relationship of logic and geometry demands a deep investigation. This inves-
tigation is in its infancy.

In ongoing work, we are developing an exhaustive typology of Aristotelian diagrams,
which allows us to classify all the diagrams mentioned above (and many others), and
to study their various interrelationships (Smessaert and Demey 2014). The informa-
tional account that is developed in this paper, however, is conceptually prior to this
typology, so we will not go into it any further.

13 Note that Figure 3(a) contains the formula ¢p A O—p, which is usually taken to express the (meta-
physical) contingency of p. This notion of contingency is distinct from the logical notion of contingency
that is used in Definition 2 of Aristotelian diagram (see Footnote 7). Although the formula Clp expresses
that p is metaphysically necessary, it is itself logically contingent (i.e., S5 = Op and S5 }= —p), and is
thus perfectly allowed to occur in Aristotelian diagrams. Finally, note that the octagon in Figure 3(c) can
be seen as the ‘sum’ of the hexagons in (a) and (b).
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2.3 The Success of the Aristotelian Square

From a theoretical perspective, there does not seem to be any fundamental difference
between the Aristotelian square and its extensions: both the square and its extensions
are just examples of Aristotelian diagrams (cf. Definition 2). In practice, however,
there is a major difference in popularity: while the square is nearly universally known
among logicians and formal linguists, many of the larger diagrams are only known
by a few specialists studying them.!'# This might partially be explained by the relative
recency of their discovery; however, even the hexagons that were already being in-
vestigated in the 1950s have never been able to attract much attention (despite having
various interesting properties, as shown by Smessaert 2012a).

Another explanation of the square’s success is based on the intuition that this di-
agram is highly informative.'> Unfortunately, this intuition is quite vague; e.g. what
does ‘informative’ mean here?—and are the larger diagrams then supposed to be
less informative than the square? In the remainder of this paper, however, we will
argue that this intuition is essentially on the right track: we will develop a formal,
well-motivated account of information in (Aristotelian and other) geometries and di-
agrams, and then use it to show that the square is indeed more informative than many
of the more complex diagrams.

3 The Logical Geometries of Opposition and Implication

This section introduces two new logical geometries in addition to the classical Aris-
totelian geometry. Subsection 3.1 discusses some problems that have traditionally
been associated with the Aristotelian geometry. Subsection 3.2 defines the opposition
geometry and the implication geometry, as well as their associated diagrams. Subsec-
tion 3.3 shows that these geometries not only solve the problems of the Aristotelian
geometry, but also have several independent motivations.

3.1 Problems with the Aristotelian Geometry

The Aristotelian geometry, as introduced in Definition 1, seems to suffer from a
number of problems. For starters, this geometry does not induce a partition on the
formula-pairs, and thus fails to provide a full organization of logical space. On the
one hand, the Aristotelian relations are not mutually exclusive: as was already dis-
cussed in Subsection 2.1, there exist pairs of formulas that simultaneously stand in

14 This does not mean that these extensions do not have any applications at all. For example, Horn (1990)
uses various hexagons to study Gricean maxims and conversational implicatures, while Jaspers (2012) uses
the Sesmat-Blanché hexagon to analyze the structure of the color categories from a logical, linguistic and
cognitive perspective.

15 For example, this intuition seems to be implicit in the following remarks: “familiarity with the square
is useful for logicians today as a kind of lingua franca, when adapted as a shorthand to express logical
relations in specialized applied logics with specialized domains” (Jacquette 2012, p. 81), and “the square
[...]is a compact way of representing various logical relations between formulas, and thus serves as an
illustration of the underlying logic’s expressive and deductive powers” (Demey 2012c, p. 314).
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two Aristotelian relations. For example, the formulas p A =p and p are both contrary
and in subalternation, whereas p and p V —p are both subcontrary and in subalterna-
tion.!® On the other hand, the Aristotelian geometry is not exhaustive either: some
pairs of formulas—for example, p and Op A O—p—stand in no Aristotelian relation
whatsoever. A particular subclass of such pairs results from the Aristotelian relations’
irreflexivity on contingent formulas: no contingent formula stands in any Aristotelian
relation whatsoever to itself.

Most importantly, however, the Aristotelian geometry is inherently based on a
certain conceptual confusion, which is visible in the relations’ definitions and which
will turn out to have far-reaching consequences. Whereas the first three Aristotelian
relations (contradiction, contrariety and subcontrariety) are characterized in terms of
the related formulas possibly being true/false together, the fourth relation (subalter-
nation) is characterized in terms of fruth propagation. These two notions are con-
ceptually independent: the former is commutative (¢ and y can be true together iff
v and ¢ can be true together), whereas the latter is directional (truth is propagated
from @ to y). The commutativity of ‘together’ is captured by the conjunctions in the
definitions of the first three relations, which are therefore symmetrical: for R = CD,
C and SC, we have R(¢, y) iff R(y, ¢). By contrast, the directionality of ‘propaga-
tion’ is captured by the implications in the definition of the fourth relation, which is
therefore asymmetrical: if SA(@, v), then not SA(y, @).

3.2 Defining the Opposition and Implication Geometries

We have just argued that the first three Aristotelian relations are conceptually inde-
pendent from the fourth one. These three relations are all based on the idea of the
related formulas possibly being true/false together. Combinatorially speaking, this
idea leads to four separate cases:

. the related formulas cannot be true together, and cannot be false together,
. the related formulas cannot be true together, but can be false together,

. the related formulas can be true together, but cannot be false together,

. the related formulas can be true together, and can be false together.

AW N =

The first three cases correspond exactly with the Aristotelian relations of contradic-
tion, contrariety and subcontrariety, respectively. The fourth case, however, does not
correspond with any Aristotelian relation. The relation corresponding to this case will
be called non-contradiction (Smessaert 2009, p. 310).7

16 Note that both examples involve a non-contingent formula. This is not a coincidence: if we focus on
contingent formulas, the Aristotelian relations are mutually exclusive (Demey 2012¢, Lemma 3.2).

7 Non-contradiction is clearly different from the Aristotelian relation of subalternation. First of all,
there exist pairs of formulas—such as (p,——p) and (p,q)—which are in non-contradiction, but not in
subalternation. Furthermore, if two contingent formulas ¢ and y are in subalternation, they will also be in
non-contradiction, but that characterization would miss the key point that the truth values of ¢ and y are
not independent (if ¢ is true, then y has to be true as well).
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In the light of these observations, it is natural to remove the subalternation relation
from the Aristotelian geometry, and to replace it with the non-contradiction relation.

The new geometry that is thus obtained, will be called the ‘opposition geometry’.!8

Definition 3 (opposition geometry) Let S be a logical system as in Definition 1. The
opposition relations for S are defined as follows: the formulas @, v € %5 are

S-contradictory iff SE-(pAy) and SE-(-@A-Y),
S-contrary iff SE-(pAY) and S} (—QA-Yy),
S-subcontrary iff SE-(pAY) and SE (@A),

S-non-contradictory iff SE-(@Ay) and S} (@ A-y).
The opposition geometry for S is the set 95 = {CD,C,SC,NCD} of the four oppo-
sition relations for S (the abbreviation NCD stands for non-contradiction).

Consider again the relation of subalternation, which we have just removed from
the Aristotelian geometry to obtain the opposition geometry. This relation is based on
the idea of truth propagation (entailment), with truth being propagated from the left
formula (¢) to the right one (y), i.e., ¢ entails y, and not vice versa. Combinatorially
speaking, there are four ‘directions’ of truth propagation:

1. ¢ entails y, and ¢ is entailed by v,

2. @ entails y, but ¢ is not entailed by v,

3. ¢ does not entail y, but ¢ is entailed by v,

4. ¢ does not entail Y, and ¢ is not entailed by .

The second case corresponds to the relation of subalternation, which will also be
called left-implication (because truth is propagated from left to right). Continuing
this naming convention, the relations corresponding to cases 1, 3 and 4 will be called
bi-implication, right-implication and non-implication, respectively. Together, these
four relations constitute the implication geometry:

Definition 4 (implication geometry) Let S be a logical system as in Definition 1.

The implication relations for S are defined as follows: the formulas @, y € %5 are in
S-bi-implication iff SEFe—wv and SEy— 0,
S-left-implication  iff SE@—y and SkEw— @,
S-right-implication iff SE@—y and SEy— o,
S-non-implication  iff SE@—y and Sy — .

The implication geometry for S is the set #4s = {BI,LI,RI, NI} of the four implica-

tion relations for S (the abbreviations stand for bi-, left-, right- and non-implication,

respectively).

18 <Opposition geometry’ (Definition 3) is a technical term, on a par with ‘Aristotelian geometry’ (Def-
inition 1) and ‘implication geometry’ (Definition 4), and should thus not be confused with the general
framework of oppositional geometry developed by Moretti (2012b). Furthermore, note that Definition 3
is similar in spirit to Moretti (2009a, 2012a) and Schang (2012c)’s ‘question-answer semantics’; however,
they propose this as a semantics for the Aristotelian geometry, and thus fail to fully distinguish between the
relations of subalternation and non-contradiction (recall Footnote 17). Recently, however, Schang (2012a,
2013) has shown that subalternation can be understood in terms of ‘contradictories of contraries’ (in the
sense that SA(¢, y) iff there is a formula 6 such that C(¢@, 6) and CD(6, y); see item 6b of our Lemma 3),
and used this fact to argue that subalternation is an Aristotelian relation after all.
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Remark 1 The opposition and implication relations are all defined by means of the
propositional functions A; — Ay:

Al(o,¥) = (pAY),

A (@, y) = (A y),

A3 (9, y) = (~oAY),

As(@, ) = (@A)

The opposition relations are defined in terms of (the negations of) A; and A4. Simi-
larly, recalling that @ — J3 is equivalent to —~(a A —f3), it should be clear that the im-
plication relations are defined in terms of (the negations of) A, and Asz. Each of these
functions provides a complete description of the world with respect to ¢ and y, and
is thus related to Carnap (1947)’s notion of state description.'® These propositional
functions jointly partition logical space, as is illustrated in Figure 4. The opposition
and implication relations holding between ¢ and y are determined by which of the
regions [[A;(@,y)] are empty; this corresponds to the fact that the opposition and
implication relations are defined in terms of the negations of A;.

Fig. 4 The partition of logical space (%s) induced by the propositions A;(@, y)

[ \[4(ew]) [4,(ow)]

4]

Remark 2 The opposition and implication geometries jointly solve the problems of
the Aristotelian geometry. First of all, it is easy to show that both the opposition
relations and the implication relations are mutually exclusive and jointly exhaustive:
each pair of formulas stands in one and only one opposition relation and in one and
only one implication relation. More importantly, the conceptual confusion underlying
the Aristotelian geometry is dissolved: the opposition geometry is uniformly based
on the notion of ‘possibly being true/false together’ (its relations are defined in terms
of A; and A4), and the implication geometry is uniformly based on the notion of ‘truth
propagation’ (its relations are defined in terms of A, and A3).

The opposition and implication geometries are visualized by opposition and im-
plication diagrams, in exactly the same way as the Aristotelian geometry is visualized
by Aristotelian diagrams (recall Definition 2).

Definition 5 (opposition and implication diagrams) Let S be a logical system as in
Definition 1. An opposition diagram (resp. implication diagram) for S is a diagram

19" Obviously, the indices come from the canonical way of displaying a truth table for a binary connective.
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that visualizes an edge-labeled graph G. The vertices of G are contingent and pairwise
non-equivalent formulas ¢@,..., @, € Zs; the edges of G are labeled by the opposi-
tion relations (resp. implication relations) between those formulas, i.e., if ¢; and @;
stand in any opposition (resp. implication) relation, then this is visualized according
to the code in Figure 5.

Fig. 5 Code for visually representing the opposition and implication relations

contradiction cp z— bi-unplication BI ———
contrariety G i left-implication L] ——
subcontrariety SO e right-implication rf ~ =&
non-contradiction NCD non-implication NI

Since the two new geometries were obtained by disentangling the Aristotelian
geometry, several relations occur in both the Aristotelian geometry and one of the
new geometries; obviously, opposition/implication diagrams visualize these relations
in the same way as Aristotelian diagrams (compare the codes in Figures 1 and 5).
Furthermore, some opposition and implication relations are visualized in the same
way (in particular, solid black lines for CD as well as BI, or solid grey lines for NCD
as well as NI).20 However, this should not cause any confusion, because a diagram for
a given geometry visualizes only relations belonging to that geometry (for example,
a solid grey line in an opposition diagram can only represent NCD). Finally, the
six symmetric opposition and implication relations are represented by lines without
arrows; the asymmetric relations of LI/ and RI are represented by arrows, with the
arrow going from the relation’s first argument fo its second argument. Thus, LI(¢, y)
and RI(@, y) are visualized as ¢ —» W and ¢ —< , respectively.’!

These visual properties are illustrated in Figure 6, which shows an Aristotelian
diagram, an opposition diagram and an implication diagram for one and the same
fragment of S5-formulas: {p, O-p, Op}.

3.3 Motivating the New Geometries

In the previous subsection we introduced the opposition and implication geometries,
and showed that they jointly solve the problems of the Aristotelian geometry. In this
subsection, we will show that they also have a number of (historical and technical)
independent motivations.

20 The contrast within both geometries between (three kinds of) black lines on the one hand and a grey
line on the other is motivated by informativity considerations that will be presented later in the paper.

21" The arrow’s head indicates the direction of truth propagation. In the case of LI, this direction matches
the direction of the arrow itself, but in the case of R/, they differ. For example, LI(Op, p) is visualized
as Op —» p, because both the Ll-relation and truth propagation go from Op to p; however, RI(Op, p) is
visualized as O p — p, because the R/-relation goes from {p to p, but truth is propagated from p to {p.
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Fig. 6 (a) Aristotelian diagram, (b) opposition diagram, and (c) implication diagram for an S5-fragment

Lp Op (DD
Op =———DOp Op —p O
(a) (b)

Historical Precursors. The two new geometries are firmly rooted in a long-standing
tradition of discussions about the exact nature of the Aristotelian relations. For exam-
ple, already in the second century AD, Apuleius observed that the relations of contra-
diction, contrariety and subcontrariety are all based on the notion of ‘possibly being
true/false together’, which he called ‘pugna’. Subalternation, however, falls outside
the scope of this notion: “[u]nder the truth-functional perspective of pugnae we learn
quickly that a-i and e-o [i.e., subaltern formulas] are neither in pugna perfecta [CD],
nor in pugna dividua [C/SC], but they are in no pugna whatsoever” (Gombocz 1990,
p. 126). If Apuleius’ notion of ‘no pugna whatsoever’ is viewed as non-contradiction,
his pugna-perspective clearly anticipates the opposition geometry.

Furthermore, Correia (2012, p. 42) convincingly argues that there are two comple-
mentary perspectives on the square: as a theory of negation and as a theory of logical
consequence. Both perspectives have been discussed in separate textual traditions of
Aristotle’s work: the former is mainly found in commentaries on De Interpretatione,
while the latter is central in commentaries on Prior Analytics. As Correia points out,
these perspectives are based on “two kinds of logical relations that commentators dis-
tinguished in their comments on the square: relations of opposition [CD, C, SC] and
relations of the parts and the whole [SA/LI]” (2012, p. 47). Hence, the negation- and
consequence-perspectives (with their underlying logical relations) clearly anticipate
the opposition and implication geometries, respectively.

Internal and External Structure. The two new geometries are highly structured, both
internally and externally (i.e., with respect to each other). We will first look at the
geometries’ internal structure. Since the opposition geometry is based on the commu-
tative notion of ‘together’, its relations are all symmetric. The implication geometry,
however, is based on the directional notion of ‘truth propagation’; if the direction of
truth propagation is reversed, the roles of left-to-right implication (LI) and right-to-
left implication (R/) are changed around (the ‘neutral’ relations of both-way implica-
tion (BI) and neither-way implication (NI) are left untouched). This is summarized
in the following lemma.

Lemma 1 For all formulas @,y € Zs, the following hold:

la)  CD(e,y) iff CD(y,o) 1b)  Bl(e,y) iff BI(y,9)
2a) Clo,y) iff C(v, o), 2b)  Li(¢,vy) iff RI(y,9)
3a)  SC(o,y) iff  SC(y,0), 3b) RI(e,y) iff LIy, o),
4a) NCD(¢,y) iff NCD(y,9), 4b) Ni(o,y) iff NI(y,9).
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Proof All items follow trivially from Definitions 3 and 4. a

If we use ¥ to denote the set of all opposition and implication relations (%5 :=
0%s U .9%9s),? this lemma can be rephrased in a slightly more compact way. The
advantages of this rephrasing will become clear later on.

Corollary 1 There exists a mapping F: 9 — < such that for all relations R € 9, it
holds for all ¢,y € %5 that R(@,y) iff F(R)(y, @).

Proof The definition of F can be straightforwardly ‘read off’ from Lemma 1, i.e., put
F(CD):=CD,F(C):=C, F(SC) :=S8C, F(NCD) := NCD, F(BI) :=BI, F(LI) :=
RI, F(RI):= LI, and F(NI) := NI. O

Another, independent way in which the new geometries are internally structured,
is that if two formulas stand in some opposition (resp. implication) relation, their

negations stand in some opposition (resp. implication) relation as well. Details can
be found in the following lemma and corollary.

Lemma 2 For all formulas ¢,y € £s, the following hold:

la)  CD(¢,y) iff CD(=¢,~y), 1b)  BI(¢,y) iff BI(—¢,~y
2a) Clo,y) iff  SC(—¢,~y), 2b)  LI(¢,y) iff RI(—¢,~y
3a)  SC(o,y) iff C(—¢,~y), 3b) RI(@,y) iff LI(—¢,~y
4a) NCD(¢,y) iff NCD(-¢,~y), 4b) NI(@.y) iff NI(-¢,~y
Proof All items follow trivially from Definitions 3 and 4. O

Corollary 2 There exists a mapping N12: ¢ — & such that for all relations R € ¢4,
it holds for all @,y € %5 that R(@,y) iff N12(R)(—¢@,~y).

Proof As before, the definition of N12 can be ‘read off’ from Lemma 2. O

It should be noted that for all R € ¢, it holds that F(N12(R)) = N12(F(R)); we
can thus define the mapping FN12: ¢ — ¢ by putting FN12:=FoN12=N120oF.
If we use Id to note the identity mapping on ¢, the internal structure of the opposition
and implication geometries can be summarized as follows:

Remark 3 The set {Id,F,N12,FN12} is closed under composition (o), and forms a
group that acts faithfully on ¢. This group is isomorphic to the Klein four-group. The
separate geometries 0¥ and .#¢ are invariant under this group action. More details
can be found in Remark 7 in the appendix.?

We have argued above that the opposition and implication geometries are con-
ceptually independent: the former is based on the notion of ‘possibly being true/false
together’, while the latter is based on the notion of ‘truth propagation’. This does not
imply, however, that there are absolutely no connections between both geometries.
Consider, for example, the opposition relation of contrariety. If C(¢, y), then ¢ and
W cannot be true together, which is, by itself, a ‘directionless’ situation. However, we
can impose a direction upon it, in two complementary ways:

22 Note that this set includes the original Aristotelian relations, i.e., #¥ C 9.
23 For more background on group theory, see Rotman (1995), in particular p. 55ff. and p. 345ff.
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— If the first formula (¢) is true, then the second one (y) has to be false (because
otherwise both formulas would be true together after all).

— If the second formula (y) is true, then the first one (@) has to be false (because
otherwise both formulas would be true together after all).>*

It is easy to see that these two ways of symmetry breaking correspond exactly to
LI(¢,—y) and RI(—¢, ), and have thus taken us to the implication geometry. The
following lemma lists similar ways in which oppositional facts can be expressed using
implication relations, and vice versa.?

Lemma 3 For all formulas ¢,y € £s, the following hold:

la)  CD(o,y) iff  BI(-o,y), Ib)  CD(o,y) iff  BI(¢,~y),
2a) Clo,y) iff  RI(-o,y), 2b) Clo,y) iff  Li(g,~y),
3a)  SC(o,vw) iff  LI(-o,v), 3b)  SC(o,vw) iff  RI(¢,~vy)
4a) NCD(¢,y) iff  NI(-o,v), 4b) NCD(¢,y) iff  NI(¢,~y)
5a) Bl(¢,y) iff CD(—o,y), 5b) Bl(o,y) if CD(¢,~y)
6a) Li(o,y) iff  SC(—o,y), 6b) LI(o,vy) iff Clo,~y),
7a) RI(o,y) iff C(-o,v), 7b) RI(p,y) if  SC(o,~y),
8a)  NI(¢,y) iff NCD(=¢,y), 8)  Nl(o,y) iff NCD(¢,~y).
Proof All items follow trivially from Definitions 3 and 4. a

Corollary 3 There exist mappings N1,N2: G — <4 such that for all relations R € 4,
the following holds for all o,y € Zs:

a) R(g,y) iff NI(R)(—o,y),

b) R(e,v) if N2(R)(¢,~y).

Proof The definitions of N1 and N2 can be ‘read off’ from the a- and b-series of
items, respectively, in Lemma 3. O

These mappings N1 and N2 are obviously related to the mapping N12 defined
above: N12 = N1oN2 = N2oN1. If we define mappings FN1,FN2: 4 — ¢ by
FN1=FoNI and FN2 = F o N2, the close relationship between the opposition and
implication geometries can be summarized as follows:

Remark 4 The set {Id,N1,N2,N12,F,FN1,FN2,FN12} is closed under composi-
tion, and forms a group that acts faithfully on ¢. This group is isomorphic to the
dihedral group of order 8. More details can be found in Remark 8 in the appendix.”¢

24 These facts were already known by the 13th-century logician Peter of Spain, who called them the ‘law
of contraries’ (Horn 2010).

25 Lemma 3 consists of an a- and a b-series, which describe the effects of negating the first, resp. the
second argument of a given relation. The symmetry breaking/creating required to connect the opposition
and implication geometries is manifested in the fact that exactly one argument is negated. This is to be con-
trasted with Lemma 2, in which both arguments are negated, and the geometries are kept apart (opposition
relations are connected with opposition relations, implication relations with implication relations).

26 Tt should be emphasized that the rich structure of the opposition and implication geometries does
not primarily consist in the individual items of Lemmas 1-3, but rather in the fact that they interact with
each other in interesting ways. These interactions can concisely be described using the language of group
theory, as illustrated in Remarks 3—4 and Remarks 7-8.
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Geometries and Connectives. There are 4 opposition relations and 4 implication re-
lations, and thus 4 x 4 = 16 possible combinations of an opposition and an impli-
cation relation. On the other hand, it is well-known that there are 24 = 16 binary,
truth-functional connectives (Enderton 2001, pp. 50-51). We will now show that this
numerical equality is not a coincidence, because there exists a canonical correspon-
dence between pairs of opposition and implication relations and binary connectives.

Each binary, truth-functional connective e can be identified with its truth table,
i.e., with the 4-tuple (e1,,,3,84) € {0, 1}*, where o; is the truth value of the formula
@ e Yy on row i, i.e., in case A;(@, ) is true. Formally, this means that

ife;=1,then S |=A; (0, ¥) — (peoy), (D
ife; =0,then S = A;(@,y) = —(pey). 2)

For example, conjunction is A = (1,0,0,0), while (inclusive) disjunction is V =
(1,1,1,0). This identification between connectives and their truth tables is used in
the following definition:%’

Definition 6 Given an opposition relation R € &4 and an implication relation S €
JY, we define the binary, truth-functional connective o(R:S) by putting, for 1 <i<4:

0 if forall @,y € % such that R(@, y) and S(@,y): = —Ai(e,y),
1 if there exist @, W € %5 such that R(¢, ) and S(@,y): [~ —A;(Q, ).

As noted in Remark 1, the opposition relation R is defined in terms of —A; and
—Ay4, and thus determines the values of o(lR’S> and of‘R’S); similarly, the implication
relation S is defined in terms of —A, and —Aj3, and thus determines the values of
ogR’S) and ogR’S). In total, the pair (R,S) € 09 x .#% yields the connective o&:5),
For example, (SC,NI) yields the connective 5N = (1,1,1,0) =V, and (SC,LI)
yields the connective o(SC1) = (1,0, 1,0).

Definition 6 thus associates each pair of an opposition relation R and an implica-
tion relation S with a truth-functional, binary connective (85, It is easy to see that

this mapping (R, S) — &) is a bijection:

— it is injective: for all opposition relations R,R’ and implication relations §,5’,
o(R:S) — o(R'S) implies that R=R' and § = 5/,
— it is surjective: for every binary, truth-functional connective e, there exist an op-
position relation R and an implication relation S such that e = o(RS).
The mere existence of a bijection between 09 x .#% and the set of all truth-functional,
binary connectives should come as no surprise, since we already knew that both
sets have the same cardinality (viz., 16). Theorem 1 below states that the bijection
described in Definition 6 is canonical, and thus provides a positive answer to the

27 Definition 6 might look cumbersome, because it involves quantifying over formulas. However, it
follows immediately from Definitions 3—4 that if R(@, w), S(¢, ), R(¢',¥') and S(¢',y’), then for 1 <
i<4: E-Ai(o,¥) & = -A(¢',y). This shows that the quantification over formulas in Definition 6
is ‘innocent’: if there exists at least one pair of formulas (¢, ) standing in the relations R and S for which
it holds that = =A;(¢, y), then this holds for all such pairs of formulas.
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question whether “each [binary] logical connective corresponds to a relation of op-
position” (Schang 2012b, p. 152)—at least, if Schang’s ‘relation of opposition’ is
re-interpreted as ‘pair of an opposition relation and an implication relation’.

Theorem 1 Consider an opposition relation R € 09 and an implication relation
S € IY. Then for all formulas @,y € Ls, the following holds:

ifR(@,w) and S(@, ), then S |= @ o F5) .

Proof Let @,y € % be arbitrary formulas and suppose that R(¢, y) and S(¢,y).
Let M be an arbitrary model (of the semantics of the system S); we will show that
ME ¢ o(R:S) y. By definition of the propositional functions 4;, there exists exactly
one i € {1,2,3,4} such that M = A;(¢@, y). Hence [~ —A;(@, y), and thus it follows
by Definition 6 that oiR"S = 1. Given the connection between a connective and its
truth table—as formally expressed by (1) and (2)—, it thus follows that = A; (@, v) —
(¢ o®S) y). Hence, M |= A;(@, ) entails that M = ¢ (RS y. 0

Consider, for example, the relations SC and N1, and recall that o(SC.NI) — (1,1,1,0)
= V. Theorem 1 now states that for any formulas ¢, ¥ standing in these relations, it
holds that = ¢ V . For another example, consider the relations SC and LI, and recall
that @(SC:L1) = (1,0,1,0); Theorem 1 now states that for any formulas ¢, y standing
in these relations, it holds that |= .28

The correspondence established above is certainly not the only connection be-
tween the binary, truth-functional connectives and logical geometry. For example,
several authors have noted that these connectives can be used to decorate a rhombic
dodecahedron (Zellweger 1997; Kauffman 2001) and related diagrams (Sauriol 1968;
Luzeaux et al 2008; Moretti 2009a; Dubois and Prade 2012). Such diagrams visualize
the Aristotelian relations that hold between propositions of the form peg and pog,
where e and o are binary, truth-functional connectives. Hence, the connectives appear
at the object level: they are (inside) the relata, i.e., the concrete formulas standing in
the Aristotelian relations. Theorem 1, however, is of a fundamentally different nature,
because it operates on the metalevel: it does not link the connectives with the relata of
the opposition and implication relations, but rather with these relations themselves.

Additionally, Theorem 1 immediately leads to Theorem 2 below, which states
that contingent formulas can stand in only 7 out of the 16 combinatorially possible
pairs of opposition and implication relations. This restriction will turn out to have a
number of applications in the remainder of the paper.

Theorem 2 Consider arbitrary formulas @, € %s, and suppose that ¢ and ¥ are
contingent. Then @ and y stand in one of the following 7 pairs of relations:

(NCD,BI) (CD,NI)

(NCD,LI) (C,NI)

(NCD,RI) (SC,NI)
(NCD,NI)

28 Theorem 1 also has a partial converse, which is of less importance for the sake of our argument; more
information about this converse can be found in Lemma 7 and Remark 9 in the appendix.
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Proof 1Tt suffices to show that ¢ and ¥ do not stand in any of the 9 other pairs:

— ¢ and y do not stand in (CD, BI):
For a reductio, suppose they do stand in those relations; since »(25)) = (0,0,0,0)
= 1, it follows by Theorem 1 that = L, which contradicts the consistency of S.
Note that this case does not even rely on the contingency of ¢ and y.

— ¢ and y do not stand in (SC,LI):
For a reductio, suppose they do stand in those relations; since ¢(S¢:1) = (1,0, 1,0),
it follows by Theorem 1 that |= y, which contradicts the contingency of y. The
cases (SC,RI), (C,LI) and (C,RI) yield the connectives (1,1,0,0), (0,0,1,1) and
(0,1,0,1), respectively, and can thus be treated analogously.

— ¢ and y do not stand in (CD, LI):
For a reductio, suppose they do stand in those relations; since o(21) = (0,0,1,0),
it follows by Theorem 1 that = —¢@ A y, and hence also = —¢ and |= y, which
contradict the contingency of both ¢ and . The cases (SC,BI), (CD,LI) and
(C,BI) yield the connectives (1,0,0,0), (0,0,1,0) and (0,0,0, 1), respectively,
and can thus be treated analogously. g

Theorems 1 and 2 connect the binary, truth-functional connectives on the one
hand with pairs consisting of an opposition and an implication relation (04 x .#9)
on the other. We finish this subsection by showing that this connection generalizes the
connection between the original Aristotelian relations (27%) and their defining con-
nectives, which was already hinted at by Bocheniski (1959) and Williamson (1972).

Remark 5 Consider arbitrary contingent formulas ¢, y € %.If CD(¢, y) or C(@, y)
or SC(¢,y), then it follows by Theorem 2 that NI(¢, y). Similarly, if SA(¢,y
i.e., LI(¢,y), then NCD(¢, y). By Definition 6, it holds that ¢(“P»N) = (0, 1,1,
V (exclusive disjunction), (N0 = (0,1,1,1) = | (Sheffer’s stroke), o N1 = (1,1,1,0) =
v and ¢NCPLI) — (1.0,1,1) = —. Then by Theorem 1 it follows that:

if CD(@,y), then S =@V y,ie., = -A (@, y) and = —A4(@, y),
if C(¢,y),then S |= 0|y, ie., = -A(9,V),

if SC(@,w), then S = @V vy, ie., = —A4(0, ),

if SA(p,y), then S = @ — v, i.e., = A (@, ¥).

These entailments are entirely natural; after all, they merely express that the -
parts of Definition 1 are necessary (but not sufficient)®® conditions for the Aris-
totelian relations. Bocheniski (1959, p. 14) uses these entailments to define the Aris-
totelian relations, i.e., he views them as expressing necessary and sufficient condi-
tions (e.g. SC(@,y) := = ¢ V y). In comparison to our Definition 1, Bocherski’s
definition can thus be seen as keeping the |=-conditions, while leaving out the F-
conditions.*® Obviously, both definitions are not equivalent; for example, although
SC(¢,y) entails that S = ¢V y according to both definitions, the converse is valid
according to Bochenski’s definition, but not according to our Definition 1 (cf. Re-
mark 9 about the converse of Theorem 1 being only partial).

)9
1,

2 Of course, the |=- and [~-parts together are sufficient.

30 Seuren (2010, p- 49) defines the Aristotelian relations in a similar way. Sanford (1968) compares the
usual definition (cf. Definition 1) with that of Bocheriski, and judges the former to be preferable.
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4 Information in the Opposition and Implication Geometries

This section is an investigation into the informativity of the opposition and impli-
cation geometries. Subsection 4.1 introduces the so-called ‘information as range’-
perspective. Subsection 4.2 applies this perspective to the opposition and implication
geometries, and Subsection 4.3 discusses some advantages of this application.

4.1 Information as Range

The ‘information as range’-perspective on information is well-known in logic and
formal semantics (Bar-Hillel and Carnap 1952; Hintikka 1970; Gamut 1991; Barwise
1997; Lobner 2002; Allo 2007; van Benthem and Martinez 2008; van Benthem 2011;
Demey 2012b). We start by associating with each statement o a set I(o), which
is called the information range of o, and whose elements are often referred to as
‘states’ or ‘possible worlds’. The ‘information as range’-perspective states that the
informativity of a statement is inversely correlated with the size of its information
range: “the more worlds there still are in the information range, the less information
it contains” (Gamut 1991, p. 54). This inverse correlation is formally expressed by
the definition of the informativity ordering <;, which looks as follows:

o<1 :& I(o) DI(7).

Informally, this definition states that the statement 7 is at least as informative as the
statement o iff 7’s information range is a subset of ¢’s information range.

Since D is a partial ordering (reflexive, transitive and antisymmetric), the infor-
mativity ordering <; is a preordering (reflexive and transitive).>! A strict informativ-
ity ordering <; can be defined by putting ¢ <; 7:< (0 <; tand T £; 0); this is a
strict partial ordering (irreflexive and transitive) (Harel et al 2000, pp. 6-11).

In formal semantics, the information range of a statement ¢ is usually identified
with its truth set, i.e., the set of all possible worlds w (in a given model M) that make
o true: I[(0) = [o]ly; = {w € M | w |= o}. Consider the following example from
Lobner (2002, pp. 64—66): let 6 be ‘Donald Duck is a bird” and let 7 be ‘Donald Duck
is a duck’. Since every possible world in which Donald Duck is a duck is also a world
in which he is a bird, but not vice versa, it holds that I(7) = [[7]] C [o] = I(o) and
I(o) € I(7), and hence the ‘information as range’-perspective states that ¢ <; 7 and
T £; 0, respectively, and thus ¢ <; 7. This matches the semantic judgment that the
nominal predicate ‘is a duck’ is strictly more informative than the nominal predicate
‘is a bird’.

It should be emphasized that unlike other, more quantitatively oriented theories
of information (Harremoés and Topsce 2008), the ‘information as range’-perspective
does not yield any absolute informativity judgments (of the form ‘c has informativity
k>, where k € [0, 1]), but only comparative informativity judgments (of the form ‘c

31 The information ordering <; is not antisymmetric, because from ¢ <; 7 and 7 <; o it follows that

the statements ¢ and 7 are equally informative (i.e., I(c) = I(7)), but not that they are identical (i.e., not
o="1).
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is at least as informative as 7’ and ‘o is strictly more informative than 7’). For our
current purposes, however, such comparative judgments will suffice.

4.2 Information in the Opposition and Implication Geometries

We will now show how the ‘information as range’-perspective introduced above can
be used to compare the informativity of opposition and implication relations. How-
ever, this perspective concerns the informativity of statements rather than relations.
Therefore, it is first applied to statements of the form R(¢, ), and subsequently this
analysis is lifted from statements about relations to the relations themselves.

For any opposition or implication relation R and formulas @, y € %5, we consider
the statement R(¢, W), which says that ¢ and y stand in the relation R. This statement
does not belong to the logic’s object language (%s), but rather to its metalanguage.
Hence, it does not make sense to talk about R(¢, W) being rue in a given S-model
M; however, it does make sense to talk about R(¢, ) being compatible with M.
Consequently, the information range of the statement R(¢, y) does not consist of the
models in which it is true, but rather of the models with which it is compatible.

Definition 7 Consider a relation R € 09 U .#< and formulas ¢,y € %s. Let 65 be
the class of all models of S. Then we define:

1. amodel M € %5 is compatible with the statement R(¢, y) iff

for1 <i<4: (R(fm y) = Sk A, w)) = M -4i(o, y),
2. the information range of the statement R(¢, ) is
I(R(p,y)) := {M € €s | M is compatible with R(@, y) }.

An S-model M is thus compatible with a statement R(¢, y) iff it is not a coun-
termodel to any of the universal claims in terms of which the truth of the statement
R(@, ) is defined; in other words, iff all formulas —A;(@, y) that R(@, ) entails to
be tautological (cf. Definitions 3 and 4) are satisfied by M. Note that for most logical
systems S, the class %5 of all S-models is a proper class, and thus the information
ranges of statements R(¢, y) will be proper classes too. This is not a problem for
the ‘information as range’-perspective, however, because this perspective only makes
use of comparative statements: it makes perfect sense to say that X C Y for proper
classes X and Y (Jech 2002, p. 6).

Definition 7 provides a ‘top-down’ perspective on the information range of a
statement R(¢, ): we start from the class of all models, and remove those that are
not compatible with R(¢, y). Lemma 4 provides an alternative, ‘bottom-up’ perspec-
tive, by characterizing information range as unions of truth classes, i.e., classes of
models of the form [A;(@,y)]|={M € %5 | M = Ai(o,v)}.

Lemma 4 Consider arbitrary formulas @,y € %s. Then the following hold:
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I(CD(o,vw)) = [M(o,¥)]U[As(0,v)],

I(C(p,y)) = [M(e,v)]U[As(e,y)]U[As(@, )],

I(SC(o,vy)) = [Ai(e,v)]U[A2(0,y¥)]U[A3(@, )],

I(NCD(g,y)) = [Ai(e,¥)]U[A2(0,v)[U[As(@,¥)[U[A4(p,¥)] = Cs,
I(BI(¢@,y)) = [A(e,v)]U[As(o, )],

I(LI(p,¥)) = [Ai(e,v)]U[As(@,y)U[As(@, )],

I(RI(@,v)) = [Ai(e,v)]U[A2(0,¥)[U[As(@, )],

I(NI(¢,v)) = [Aile,v)[UlAx(p, v)[U[A3(0, ) [U[As(@,¥)] = Cs.

Proof We prove the first item. Recall that by Definition 3, CD(¢, ) entails that
S | —Ai(@, ) for i = 1,4, and hence, by Definition 7, an S-model M is compatible
with CD(@, y) iff Ml = =A1 (@, y) and M [|= ~A4(@, w) (). Furthermore, note that

it follows from the definitions of A; that S = \/'i=} Ai(@, w) (f). We thus get the
following chain of identities:

I(CD(g,y)) = {Me % |Miscompatible with CD(¢,y)}
= {Me% |ME-Ai(p,y) and M = -Ai(, )} (1)
= {Me%s |ME (e, y)or MEAs(9,y)} (%)
= [A(e,v)]ullas(e,w)].
The other items are proved completely analogously. a

We are now ready to move from the informativity of statements to that of rela-
tions. By universally quantifying over .Zs, we lift the informativity ordering <; of
statements of the form R(¢, y) to an informativity ordering §>7 of the relations R
themselves.?

Definition 8 Consider relations R, S € 694 U .#<%. Then we define:
R<]S & Vo e %: Yy e %: R(o,w) <iS(, V).

Since <; is a preordering, its lifted version §>7 is a preordering as well. The strict
version of this ordering is defined as follows:

R<!S:= (R<!Sand S £!R).

This is a strict partial ordering (Harel et al 2000, p. 11).

Definition 8 defines the informativity ordering <Y for 0% U .9, i.e., for opposi-
tion and implication relations collectively. Theorems 3 and 4 describe how g}? orders
the opposition and implication geometries separately.>?

32 Definition 8 involves a universal quantification over ¢ and v, i.e., it makes use of a VV-pattern. One
might wonder whether other quantification patterns could be used here. A promising candidate seems to
be the 33-pattern: define R <7 S iff Jp € L: Iy € L: R(9,y) <; S(¢, y). However, one can show
that this S?-ordering fails to make any distinctions within the two geometries, in the sense that for all
R,S € 0% it holds that R g? S (and similarly for .#%). To see this, note that by applying Lemma 4 to
the formulas p and —p, we find for all R,S € 0% that [(R(p,—p)) = €s 2 65 = I(S(p,—p)), and thus
R(p,—p) <i S(p,—p), from which it follows that R <7 S. Finally, one might consider the ¥3- and 3v-
patterns, but these asymmetrical patterns have even less intuive appeal. Thanks to an anonymous referee
for suggesting us to explore this in more depth.

33 The only cross-geometry informativity statements that hold are NCD g}’ R and NI g}’ R, for all re-
lations R € 09 U .#%. We will return to such cross-geometry statements in Subsection 5.1; in particular,
see Definition 9.
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Theorem 3 The opposition geometry 09 is ordered by Siv as follows:

- NCD <Y C,NCD <Y SC,NCD <} CD,C <} CD and SC <} CD,
— forallR € 09 RgYR,
— for all other pairs (R,S) € 09*: R £} S.

Proof We prove that C SY CD (the other items of the form R g}f S are proved analo-
gously). Consider arbitrary formulas @, y € Zs; it suffices to show that C(¢, y) <;
CD(o,y). It follows from Lemma 4 that

I(CD(p,y)) = [A2(, ¥) [U[A3(0,¥)]
C [A(p,w)[U[As(@, ¥) U As(@,¥) ] =1L(C(o, ¥)).

By the definition of the <;, this means that C(¢@, y) <; CD(¢, y).

We now prove that CD £} C (the other items of the form R £ S are proved
analogously). It suffices to show that 3¢, y € %: CD(¢,y) £, C(p,y).Let @ :=p
and y := g. Note that [A4(p, q) ] is non-empty (there certainly exists a model M such
that M = A4(p, q)); hence

[(C(p,q) = [42(p, @) [U[[A3(P, @) [U[A4(P: )]
Z [A2(p,q) V[ 43(p,q) ] = L(CD(@, y)).

Again, by the definition of <;, this means that CD(p,q) £; C(p,q). O

Theorem 4 The implication geometry 99 is ordered by SY as follows:

- NI <Y LI,NI <} RI,NI <} BI,LI <} Bl and RI <} BI,
— forallRe 99 : R g)?R,
— for all other pairs of relations (R,S) € % R £7'S.

Proof Completely analogous to the proof of Theorem 3. a

It follows from Theorem 3 that C <Y CD and CD £} C, and hence C <] CD.
Similarly, we get that NCD <] C, NCD <} SC, NCD <} CD, and SC <! CD. Fur-
thermore, C and SC are <;-incomparable. The opposition relations are thus ordered
by informativity as in Figure 7(a). Completely analogously, it follows from Theo-
rem 4 that the implication relations are ordered as in Figure 7(b). The relations NCD
and NI are thus the least informative in their respective geometries,>* a property that
will become crucial in Subsection 5.2.

4.3 Motivating the Information Account

In this subsection, we show that the application of the ‘information as range’-perspective
to the opposition and implication geometries is well-motivated. We first argue that it
matches well with our intuitive informativity judgments, and then prove that it inter-
twines seamlessly with the internal and external structure of both geometries.

34 This is reflected in the code in Figure 5, which visualizes these two relations in grey instead of black
(recall Footnote 20).
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Fig. 7 Informativity ordering of (a) the opposition geometry and (b) the implication geometry.

cD BI
C SC LI RI
NCD NI
(a) ®)

Intuitive Informativity Judgments. In the previous subsection, the ‘information as
range’-perspective was used to order the opposition and implication relations accord-
ing to informativity. For example, it entails that NCD is the least informative opposi-
tion relation, that CD is the most informative opposition relation, and that C and SC
are in between (cf. Theorem 3 and Figure 7). These theoretical claims seem to match
our intuitive judgments about the relative informativity of the opposition relations.

We will describe a game to explain this. Recall that there are 16 binary, truth-
functional connectives. For each connective e, we consider the formula p e g; these
16 formulas form a Boolean algebra B4. We randomly choose a formula from By, let’s
say g, and show it to the opponent Op. We then randomly select another formula ¢
from B4 (possibly the one that was chosen before), but do not show it to Op. Instead,
we determine the opposition relation that holds between ¢ and ¢, and communicate
this to Op. Based on this information, Op has to guess the value of ¢. There are four
cases:

. CD(q, ®): then Op knows that ¢ = —g,

. C(g, ): then Op knows that ¢ € {p A—q, -pA—q, L},

. SC(g,®): then Op knows that ¢ € {pV =g, =pV —q, T},
. NCD(q,¢): then Op knows that

oc{p,a,PNq -p,PVa,p—q,p<q, pYq ~pAg}.

AW N~

In the first case, Op comes to know the exact value of ¢; CD is thus the most infor-
mative opposition relation. In the second and third cases, Op comes to know that ¢
has one out of 3 values, but she remains uncertain as to which of these 3; hence, C
and SC are strictly less informative than CD. In the fourth case, Op merely comes to
know that ¢ has one out of 9 values; hence, NCD is strictly less informative than C
and SC, and thus the least informative opposition relation.

One might object that this intuitive scenario only works because the formula ¢
sits in the middle level of B4, and that formulas in other levels will yield results that
match less well with the informativity claims made by our account.>> For example,
q has the same number of contraries and subcontraries (viz., 3), while for formulas
in other levels, this might not be the case. However, it should be noted that in gen-
eral, the Boolean algebra B,, (with n > 1) has levels Ly, L{,L5,...L,—2,L,_1, Ly, and
that every formula not belonging to Lg,L;,L,—; or L, yields the right comparative

35 For the notion of ‘level’ in a Boolean algebra, or, more generally, in a poset, see Engel (1997, p. 7).
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results, i.e., the numbers of its contraries and of its subcontraries will be strictly be-

tween the number of its contradictories and the number of its noncontradictories.>®
. n | .

Furthermore, since |Li| = (}) = m, it holds that

Lol +[Li| + Lot +[La . 1+n+n+1
lim = lim =
n—reo |Bn| n—soo omn

0.

Hence, the chance that a randomly chosen formula belongs to Ly, Ly, L,—; or L, (and
thus yields results that do not entirely match with the informativity claims made by
our account) vanishes for sufficiently large Boolean algebras.

The remarks made above apply not only to Boolean algebras of formulas, but to
(finite) Boolean algebras in general, because the opposition and implication relations
can be defined for any Boolean algebra B = (B, Ag, Vg, 7B, Lp, TB,<p); for exam-
ple, contrariety and left-implication in B are typically defined as follows (for any
x,y € B):Y

Cp(x,y) iff xApy=1lp and xVpy# T,
LIg(x,y) iff x<py and y £px.

Coherence with the Structure of the Geometries. A major theoretical advantage of
the informativity perspective on the opposition and implication geometries is that it
intertwines seamlessly with the internal and external structure of these geometries,
which was described in Subsection 3.3.

The informativity ordering of the opposition geometry is fully described by The-
orem 3, and visualized by Figure 7(a). It is immediately clear from this figure that
from the informativity perspective, C and SC play symmetrical roles: both are strictly
in between NCD and CD. Formally, this can be expressed as follows:

NCD <! C</CD and NCD < SC <! CD.
However, there is a theoretical redundancy here, since each of these two series of
inequalities actually follows from the other one. Using the mapping N12 that was
defined in Corollary 2, this can be reformulated as follows:

Lemma 5 For all relations R,S € 0%: R <! S iff N12(R) <} N12(S).

Proof Forall RS € 09, it holds that

36 More precisely, a formula in level L; has 1 contradictory, 2"~ — 1 contraries, 2 — 1 subcontraries, and
(2"~ —1)(2 — 1) noncontradictories. Note that 1 < {2~ — 1,2/ =1} < (2" = 1)(2' = 1) iff I<i<n—1,
i.e., a formula yields the right comparative results iff it does not belong to Ly,L;,L,_; or L,. Finally, note
that if i ~ %, then 2"~/ — 1 ~ 2/ — 1, i.e., formulas sitting (approximately) in the middle level of B, indeed
have (approximately) the same number of contraries and subcontraries.

37 The opposition relations are thus typically defined in terms of A and Vg, while the implication re-
lations are typically defined in terms of <p. This suggests that the distinction between the opposition and
implication geometries is analogous to the distinction between the algebraic and order-theoretic perspec-
tives on Boolean algebras (Davey and Priestley 2002, pp. 33—41). Furthermore, it is well-known that both
perspectives are equivalent to each other (via x <g y < x Ay = x); this is analogous to the connection
between the opposition and implication geometries described in Lemma 3.
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R<]S & Vo,ye Z:R(p,v) < S(o,y)
& Vo,y e Zs: NI2(R)(—@,~y) <; N12(S)(—@,~y) (1)
& Yo,y e Ls: NI2(R)(¢,v) <; N12(S)(9, V) (%)
& NI2(R) <! N12(S).

The t-labeled equivalence holds because of Corollary 2. The f-labeled equivalence
holds because of the universal quantification over %5, and because it holds for any
opposition relation R and formulas ¢, y that R(¢, y) iff R(——¢@,——y). O

Similar remarks can be made about the connection between the informativity
ordering of the implication geometry—as described by Theorem 4 and visualized by
Figure 7(b)—and the internal structure of this geometry (if 09 is replaced with ¢
in Lemma 5, the proof remains valid).

We now turn to the connection between the informativity perspective and the ge-
ometries’ external structure (i.e., how they are related to each other). It is immediately
clear from Figure 7 that 0¥ and .#¥ are ordered in exactly the same way. Formally,
this can be expressed as follows:

NCD <! {C,SC} <! CD and NI <} {LI,RI} <} BI.

However, there is a theoretical redundancy here, since each of these two series of in-
equalities actually follows from the other one. Using the mapping N2 that was defined
in Corollary 3, this can be reformulated as follows:

Lemma 6 For all relations R,S € 09U .99 R <! S iff N2(R) <} N2(S).

Proof Completely analogous to the proof of Lemma 5, but based on Corollary 3
instead of Corollary 2. a

Summing up, there are certain facts about the informativity ordering of the oppo-
sition and implication geometries that can be obtained in two distinct ways:

1. by deriving them directly from the ‘information as range’-perspective on these
geometries (Definitions 7 and 8); this was done in Theorems 3 and 4;

2. by combining that application with the geometries’ internal and external structure
(Corollaries 2 and 3); this was done in Lemmas 5 and 6.

These considerations can be seen as evidence for the theoretical robustness of the
informativity account that was described in this section.

5 Information in the Aristotelian Geometry and its Diagrams

In the previous two sections we have introduced the opposition and implication ge-
ometries, and shown how the ‘information as range’-perspective can be applied to
them. This conceptual machinery will now be used to explicate the intuition that the
Aristotelian square is highly informative. This will be done in two successive steps: in
Subsection 5.1 we will show that the Aristotelian geometry is an informative geom-
etry, and in Subsection 5.2 we will show that within this geometry, the well-known
square is a highly informative diagram. Finally, in Subsection 5.3 we will reassess
the purported problems of the Aristotelian geometry in the light of these informativ-
ity considerations.
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5.1 Information in the Aristotelian Geometry

The Aristotelian geometry (Definition 1) can be characterized as being hybrid be-
tween the opposition geometry (Definition 3) and the implication geometry (Defini-
tion 4): it consists of three opposition relations (CD, C and SC) and one implication
relation (LI, i.e., SA). From an informativity perspective, the former three are the
most informative relations in the opposition geometry, while the latter is second most
informative in the implication geometry (Figure 7). Hence, the Aristotelian geometry
is hybrid in an informationally optimal way.

One might object that for the Aristotelian geometry to be truly informationally
optimal, it would have to include BI, since that implication relation is strictly more
informative than LI. Additionally, since RI is second most informative too, it seems
arbitrary to include LI and not RI. We will now provide a more formal account of the
hybrid nature of the Aristotelian geometry, which adequately addresses both these
objections, and thus supports the conclusion regarding its informational optimality.

For our purposes, it will be necessary to compare informativity ‘across geome-
tries’. For example, considering Figure 7, there is a clear sense in which CD is strictly
more informative in 0% than RI is in £%: CD is the most informative relation in
09, while RI is only amongst the second most informative relations in #¢. Still,
one can check that it does not hold that R/ <iv CD.* However, the mapping N2 de-
fined in Corollary 3 does enable us to make such cross-geometrical informativity
comparisons (this is justified because informativity is invariant under this mapping;
cf. Lemma 6). For example, although it does not hold that R/ <>7 CD, it does hold that
N2(RI) = SC <} CD, and therefore CD will be called the ‘winner’ of {CD,RI}.

Definition 9 Consider arbitrary relations R € 0¥ and S € .#%. Then the winner of
{R, S} is defined as follows:

— S'is the winner iff R < N2(S);
— R s the winner iff N2(S) <} R.

For example, BI is the winner of {C,BI}, since C <) CD = N2(BI). Furthermore,
{C,RI} does not yield a winner at all: C £} SC = N2(RI), so RI is not the winner;
and N2(RI) = SC £} C, so C is not the winner either.

We now establish two theorems which capture the informational optimality of the
Aristotelian geometry. Theorem 5 below states that all Aristotelian relations (between
contingent formulas) are winners, i.e., informationally optimal.

Theorem 5 Consider arbitrary contingent formulas @,y € £s. Let R € 09 and
S € IY be the unique relations such that R(®,y) and S(@, y), respectively.

1. IfR € &/Y, then R is the winner of {R,S}.
2. If S € Y, then S is the winner of {R,S}.

Proof First, suppose that R € /9. Since ¢ and y are contingent, it follows by Theo-
rem 2 that R € {CD,C,SC} and S = NI, and hence R is the winner of {R, S}. Second,
suppose that § € &7¥¢. Since ¢ and y are contingent, it follows by Theorem 2 that
R =NCD and S = LI, and hence S is the winner of {R, S}. O

38 Theorems 3 and 4 apply only ‘locally’ to 6% and .#%, respectively; cf. Footnote 33.
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Since Theorem 5 states that all Aristotelian relations are winners, it is natural to
ask the converse question: are all winners Aristotelian? Theorem 6 states that this is
indeed by and large the case.

Theorem 6 Let ¢,y € LsandR € 09 ,S € 99 be as in Theorem 5.

1. If R is the winner of {R,S}, then R € &/9.
2. If S is the winner of {R,S}, then S € &/4 U{BI,RI}.

Proof First, suppose that R is the winner of {R,S}. Since ¢ and y are contingent,
it follows by Theorem 2 that R € {CD,C,SC} C &/%. Second, suppose that S is
the winner of {R,S}. Since ¢ and y are contingent, it follows by Theorem 2 that
S e {BI,LI,RI} C </ U{BI,RI}. O

The two cases where the winner is Bl or RI (and thus does not belong to <7¢)
correspond exactly to the two objections against the informational optimality of .&/%4
that were raised at the beginning of this subsection. We will now discuss how these
cases are resolved in the class of Aristotelian diagrams.

First, note that by definition, Aristotelian diagrams are semantic entities, i.e., they
do not contain any distinct equivalent formulas (Definition 2). Logical equivalence
coincides with B, and therefore, in any diagram, Bl holds exactly between each for-
mula and itself.** The Bl-relations thus need not be visualized explicitly in the Aris-
totelian diagrams: their place is predetermined by their definition and does not vary
from diagram to diagram (they occur exactly as the ‘loops’ between each formula
and itself).

Second, note that if RI(¢, ), then by Theorem 2 NCD(¢, y). By Lemma 1 it
follows that NCD(y, @) and LI(y, ¢). The winner of {NCD, LI} is LI, which does
belong to «/¥. Therefore, the RI-relations need not be visualized explicitly in the
Aristotelian diagrams: they correlate exactly with the L/-relations (because LI and R/
offer two complementary perspectives on truth propagation; cf. Footnote 21).%!

The remarks above suggest that from an information visualization viewpoint, Bl
and RI are redundant (even though they are among the more informative implication
relations). After all, their place in the Aristotelian diagrams is predictable, either ab-
solutely (the BI-relations occur exactly as the ‘loops’), or on the basis of the other
Aristotelian relations (the RI-relations occur exactly wherever there are LI-relations

3 Since this discussion applies to all Aristotelian diagrams, it rightly belongs in this subsection. The
next subsection, in contrast, will distinguish between various particular Aristotelian diagrams, e.g. the
concrete square, the concrete Sesmat-Blanché hexagon, etc.

40 This argument is made fully precise in Definitions 11 and 12 and Lemma 8 in the appendix.

41 From a theoretical perspective, the case of LI/RI described above (which is based on the equivalence
LI(¢,y) < RI(y,); cf. Lemma 1) seems to be exactly similar to the case of C/SC (which is based on the
equivalence C(¢, ¥) < SC(—@, ~y); cf. Lemma 2) and to that of C/LI (which is based on the equivalence
C(9,y) < LI(¢,—y); cf. Lemma 3). This might suggest that SC and LI can unproblematically be left out
of the Aristotelian diagrams as well. From a visual perspective, however, the latter two cases are entirely
different from the first. The LI/RI case does not require considering formulas other than ¢ and y; hence,
in the diagrams, the RI relations occur in exactly the same place as the original LI relations (but in the
reverse direction). On the other hand, the C/SC and C/LI cases require considering formulas other than ¢
and y, viz., (—¢ and) —y; hence, in the diagrams, the SC and LI relations occur in other places than the
original C relations.
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in the converse direction). It is important to emphasize, however, that this visual re-
dundancy of BI and RI is perfectly compatible with their importance in the internal
and external structure of the implication geometry (cf. Subsection 3.3).

Example 1 Consider the fragment {{p, Op,0-p}. Parts (a), (b) and (c) of Figure 8
show the respective opposition, Aristotelian and implication diagrams for this frag-
ment (using the code of Figure 5).42

Fig. 8 The (a) opposition, (b) Aristotelian and (c) implication diagram for {Tp, Op,O0-p}
Op Op : I:Ip:

N AN

~ ~

~ / ~ //

N, N,

Op —p Op —— Cj D@
(a) (b) (c)

For each pair of distinct formulas, the Aristotelian diagram contains the winner
of the corresponding opposition and implication relations:

- C(Op,0-=p) and NI(Op,O-p): the winner of {C,NI}is C € /Y
- CD(Op,0-p) and NI(Op,0-p): the winner of {CD,NI} is CD € &/¥,
- NCD(Op, Op) and LI(Op, Op): the winner of {NCD, LI} is LI € oY .

Furthermore, note that for each formula ¢ in this fragment, it holds that NCD(¢, ¢)
and BI(¢, ¢). Although BI is the winner of {NCD, BI}, it is not visualized in the Aris-
totelian diagram, because of the reasons stated above. Finally, note that NCD($p,Clp)
and RI(Qp,Op); although RI is the winner of {NCD,RI}, it is not visualized in the
Aristotelian diagram (but its converse L/ is visualized; cf. the third item above).

Summing up, Theorems 5 and 6 together state that a relation between contin-
gent formulas is a winner if and only if it is Aristotelian (modulo BI and RI). Hence,
each Aristotelian diagram offers an informationally optimal picture of its vertices:
all winners are represented in the Aristotelian diagram (modulo BI and RI), and all
Aristotelian relations are winners, i.e., contrapositively, all non-winners are not rep-
resented in the Aristotelian diagram.

5.2 Information in the Aristotelian Diagrams
In the previous subsection we have argued that the Aristotelian geometry is informa-

tionally optimal in a positive sense: a relation between contingent formulas is Aris-
totelian if and only if it is a winner (i.e., cross-geometrically most informative). In

42 Note that Figure 8 shows the same three diagrams as Figure 6, but in a different order: we will
henceforth put the Aristotelian diagram in between the opposition and implication diagrams, to reflect
/9 being hybrid between 0¥ and /Y.
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this subsection we will focus on a negative aspect of this informational optimality, by
showing that Aristotelian diagrams avoid (the combination of) the /east informative
relations as much as possible. It turns out that this minimally informative combination
does not occur in certain diagrams, but is unavoidable in others.

One question that was left unanswered in the previous subsection is: what if
{R, S} does not yield a winner at all? Such cases certainly exist; cf. the {C,RI} exam-
ple below Definition 9. However, in the case of contingent formulas, if {R,S} does
not yield a winner, it follows by contraposition on Theorem 5 that neither R nor S is
an Aristotelian relation. Moreover, the following theorem states that in this case, R
and S are uniquely identified.

Theorem 7 Let ¢, W € %5 and R € 094 ,S € Y be as in Theorem 5. If neither R
nor S is the winner of {R, S}, then R=NCD and S = NI.

Proof Since R is not the winner of {R, S}, it follows by Theorem 2 that R ¢ {CD,C,SC}.
Since S is not the winner of {R, S}, it follows by Theorem 2 that S ¢ {BI,LI,RI}. It
follows by Theorem 2 that (R, S) = (NCD,NI). O

The combination of NCD and NI effectively occurs; for example, it is easy to
check that p and Op A $—p are both non-contradictory and in non-implication. This
combination of relations will be crucial to the remainder of this subsection, and is
therefore given a separate name, Viz., ‘unconnectedness’.*3
Definition 10 Let @,y € % be arbitrary formulas. Then ¢ and v are said to be
unconnected, written U (@, y), iff they are in non-contradiction and non-implication.
Formally: U (¢, y) :< NCD(¢, ) and NI(@, y).

The term ‘unconnectedness’ suggests that unconnected formulas stand in no Aris-
totelian relation at all.** The following theorem shows that this is essentially correct
(and thus justifies the term ‘unconnectedness’).*

Theorem 8 Consider formulas @, in an arbitrary Aristotelian diagram. Then:
¢ and y do not stand in any Aristotelian relation < @ and Y are unconnected.

Proof Let R € 0% and S € .#9 be the unique relations such that R(¢,y) and
S(@,y), respectively. For the right-to-left direction, note that if ¢ and y are un-
connected, then R = NCD ¢ </4 and S = NI ¢ /4. We now prove the left-to-right
direction. Assume that R ¢ &% and S ¢ /9. Since ¢ and y belong to an Aris-
totelian diagram, they are (by Definition 2) contingent and non-equivalent. Hence

43 Although its combinatorial and informational properties have not been systematically explored so far,
the notion of unconnectedness as such has surfaced at various places in the literature, usually under the
label ‘logical independence’; for example, see Hughes (1987, p. 99), Sion (1996, p. 36), Béziau (2003,
p- 226), Karger (2003, p. 435), Seuren (2010, p. 50), Campos-Benitez (2012, pp. 101ff.), Jacquette (2012,
p. 86) and Read (2012b, p. 104).

4 For example, Campos-Benitez states that “independent sentences [...] are not contrary neither sub-
contrary nor contradictory or subaltern: they have no relationship at all” (2012, p. 103).

4 In other words, Theorem 8 characterizes the absence of any Aristotelian relation in a positive way,
viz., as the joint presence of an opposition and an implication relation.
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S # BI. Furthermore, note that if S = RI, then (by Lemma 1) LI(y, ¢), and since LI
is an Aristotelian relation, this contradicts the assumption that ¢ and y do not stand
in any Aristotelian relation; therefore, S # RI. Hence, by contraposition on Theo-
rem 6 we get that neither R nor S is the winner of {R,S}. By Theorem 7 it follows
that R=NCD and S = NI, i.e., ¢ and y are unconnected. O

Remark 6 The proofs of Theorems 58 all make essential use of Theorem 2. The 7
pairs of opposition and implication relations singled out by that theorem are struc-
tured according to informativity: they are exactly the pairs that consist of (i) the least
informative relation in either the opposition or the implication geometry (NCD or NI,
respectively) and (ii) any of the four relations in the other geometry. Formally, this
means that the set of those 7 pairs can be written as

({NCD} x 99) U (69 x {NI}).

Of course, in this way the unconnectedness combination gets ‘counted twice’, since
(NCD,NI) € ({NCD} x #9)N (0% x {NI}). The importance of these 7 pairs was
already noted by John Buridan (Karger 2003), although he did not view them as pairs
of more primitive notions, nor in the light of informativity considerations as we have
done here.

Unconnectedness is thus the combination of the two relations that are least infor-
mative in their respective geometries.*® The Aristotelian diagrams avoid this mini-
mally informative combination as much as possible. This can be seen as the negative
counterpart of the informativity claim argued for in the previous subsection, viz., that
the Aristotelian diagrams consist entirely and exclusively of winners. These negative
and positive theses jointly constitute the informational optimality of the Aristotelian
diagrams.

Obviously, whether or not unconnectedness occurs in a given Aristotelian dia-
gram is fully determined by whether there are unconnected formulas amongst its
vertices. Considering the diagrams mentioned in Section 2, it turns out that some of
them have unconnectedness, while others do not. We consider them one by one.’

First, consider the usual Aristotelian square for the fragment %4 = {{p,0-p, Op, O—p},
which was already displayed in Figure 2(b). Note that there is no unconnectedness in
this fragment: for all @, y, it holds that if NCD(¢, ) then not NI(¢, y) (or equiv-
alently, if NI(¢,y) then not NCD(¢, y)), and hence, there are no @,y such that
NCD(¢,v) and NI(¢,y) simultaneously, i.e., such that U(¢, y). Visually speak-
ing, each grey NCD relation in the opposition square in Figure 9(a) corresponds to
a black (LI/RI/BI) relation in the implication square in Figure 9(c), and vice versa,
each grey NI relation on the right corresponds to a black (CD/C/SC) relation on the

46 This might explain why some authors, while acknowledging the existence of this relation, deny its
logical relevance. For example, according to Seuren, unconnectedness is “a legitimate relation between
L-propositions producing truth under certain conditions, yet [...] plays no role [...] in any logic” (2010,
p- 50). Similarly, Béziau thinks that by treating unconnectedness as a ‘real’ logical relation, “we are going
too far and confusing here negation with distinction” (2003, p. 226).

47 These diagrams fit into an exhaustive typology that is currently being developed (Smessaert and De-
mey 2014). This typology includes several other types of Aristotelian diagrams, which have various pro-
portions of unconnectedness among their relations.



30 Hans Smessaert, Lorenz Demey

left. Therefore, the Aristotelian square in Figure 9(b) contains no unconnectedness:
each pair of distinct formulas stands in some Aristotelian relation.

Fig. 9 The (a) opposition, (b) Aristotelian and (c) implication square for {Cp,O0-p, Op, O—p}

(p == e e Op p=————- O-p C ] Lp :

(@) ® (©)

Next, we consider two types of Aristotelian hexagons: the Sesmat-Blanché hexagon
for the fragment %, = Z4U{Op Vv O-p,Op AO—p} and the Sherwood-Czezowski
hexagon for the fragment Fg, = 4 U {p,—p}, which were already displayed in
Figure 3(a) and (b), respectively. Neither of these fragments contains any unconnect-
edness (in spite of their significant Boolean differences; cf. Smessaert 2012a), so
each pair of distinct formulas in the Aristotelian hexagons in Figures 10(b) and 11(b)
stands in some Aristotelian relation.

Fig. 10 The (a) opposition, (b) Aristotelian and (c) implication Sesmat-Blanché hexagon for
{Op,0-p,0p,0-p,0pVO-p,Op AO—p}

Op VOp

None of the Aristotelian diagrams considered thus far contains unconnectedness.
This changes, however, when we turn to the Béziau octagon for the fragment .Fg =
F6a U Fep, cf. Figure 3(c) above (despite the fact that it is the ‘sum’ of the hexagons
for %, and %, which themselves do not contain any unconnectedness). For exam-
ple, we have NCD(p,Op A O—p) and NI(p,Op A O—p), and thus U(p,Op A O—p).
Similarly, it holds that U (p,dp Vv O=p), U(—p,Op A O—p) and U(—p,0p Vv O-p).
Visually speaking, these four formulas are thus connected by four grey NCD rela-
tions in the opposition octagon in Figure 12(a) and by four grey NI relations in the
implication octagon in Figure 12(c); hence, they are not connected by any relation in
the Aristotelian octagon in Figure 12(b).



Logical Geometries and Information in the Square of Oppositions 31

Fig. 11 The (a) opposition, (b) Aristotelian and (c) implication Sherwood-Czezowski hexagon for

{Op,0-p,0p,0-p,p,—p}
[p )

Y
i
O

Fig. 12 The (a) opposition, (b) Aristotelian and (c) implication Béziau octagon for
{Op,0-p,0p,0—p,0p Vv —-0Op,Op A O—p,p,—p} (the RI relations have not been visualized in (c)

for the sake of visual clarity)
OpV Op @

OO

To summarize, the Aristotelian square and hexagons discussed above do not con-
tain unconnectedness, and thus avoid the combination of the least informative oppo-
sition and implication relations. However, this combination does occur in the Béziau
octagon for .Zg, and thus also in every Aristotelian diagram that contains this octagon
as a subdiagram (such as the rhombic dodecahedron; cf. Smessaert 2009).

It does not hold in general, however, that larger diagrams contain more uncon-
nectedness. To see this, note that there exist still other ‘large’ Aristotelian diagrams
which do not contain any unconnectedness (such as the cube in Moretti (2009a),
which consists of 8 formulas). Conversely, there also exist ‘small’ Aristotelian dia-
grams which do contain unconnectedness. Consider, for example, the three squares
for the fragment .7, = {OpV O-p, Op AO—p, p,—p}.*® The outer edges of the oppo-
sition and implication squares in Figure 13(a) and (c) are grey NCD and N1 relations,
respectively. Hence, there are no Aristotelian relations at the outer edges of the Aris-
totelian square in Figure 13(b), which thus degenerates into “an X of opposition”
(Béziau and Payette 2012, p. 13). This abundance of unconnectedness might explain
why such degenerate diagrams have been rarely studied in the literature.

48 Note that .7} = Fg — Fu, i.e., the squares in Figure 13 can be seen as the result of ‘subtracting’ the
classical squares in Figure 9 from the corresponding Béziau octagons in Figure 12.



32 Hans Smessaert, Lorenz Demey

Fig. 13 The (a) opposition, (b) Aristotelian and (c) implication square for {{p VvV —-Op, Op AO—p, p,—p}
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5.3 Reassessing the Problems of the Aristotelian Geometry

In Subsection 3.1 we discussed three problems of the Aristotelian geometry. We will
now show that the informativity perspective developed in this section sheds new light
on these issues: rather than being ‘brute facts’ about the Aristotelian geometry, they
can be seen as necessary consequences of its informational optimality.

The first problem was that the Aristotelian relations are not mutually exclusive;
for example, we have both C(p A —p, p) and LI(p A —p, p). Recall that any two for-
mulas ¢ and y stand in exactly one opposition relation and exactly one implication
relation; hence, if ¢ an Y stand in two distinct Aristotelian relations R and S at all,
then one of those relations (say R) will be an opposition relation, and the other one
(say S) an implication relation. Note that R and S cannot be both the winner of {R, S},
since otherwise we would have R <Y N2(S) <! R, which contradicts the transitivity
and irreflexivity of <,~v. Hence, if ¢ and y are contingent, then contraposition on
Theorem 5 yields that R and S cannot be both Aristotelian. In other words, ¢ and
y can stand in two distinct Aristotelian relations only if at least one of them is non-
contingent. This fact was already known (recall Footnote 16); what we discussed
here is how it arises out of the informational interplay between the opposition and
implication geometries.

The second problem was that the Aristotelian relations are not jointly exhaustive;
for example, p and Op A O—p stand in no Aristotelian relation whatsoever. Recall
that unconnectedness is the combination of the least informative opposition and im-
plication relations (NCD and NI). Theorem 8 states that two formulas stand in no
Aristotelian relation if and only if they are unconnected. In other words, the Aris-
totelian geometry is indeed not exhaustive, but only inasmuch as this is required by
its informational optimality. This means, in particular, that there are no ‘fortuitous’
failures of exhaustiveness: if two formulas stand in no Aristotelian relation, this can
only be because they stand in the least informative opposition and implication rela-
tions.*

The third and final problem was that the Aristotelian geometry is conceptually
confused, because it consists of opposition as well as implication relations. Recall
that (modulo the cases of BI and RI) Theorem 6 states that all winners are Aris-

49 Note that the second problem involves contingent formulas (such as p and $p A ¢—p), and thus occurs
both in the Aristotelian geometry and its diagrams. In contrast, we showed above that non-contingency is
a necessary condition for the first problem, which thus never occurs in the diagrams (since these contain
only contingent formulas).
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totelian. Since opposition as well as implication relations can be winners, it follows
that both kinds of relations belong to the Aristotelian geometry, which thus ends up
being hybrid between the opposition and implication geometries. Furthermore, The-
orem 5 states that a relation is Aristotelian only if it is a winner; in other words, the
Aristotelian geometry includes no more relations than is required by informativity
considerations.

6 Conclusion

In this paper, we have argued that the classical Aristotelian square of oppositions is
highly informative. After distinguishing between the Aristotelian geometry and its
concrete diagrams, we introduced two more logical geometries: the opposition and
implication geometries. This is a well-motivated move: the new geometries are highly
structured (Lemmas 1-3) and have a canonical correspondence with the binary, truth-
functional connectives (Theorem 1). We then extended the well-known ‘information
as range’-perspective from statements to logical relations, thus obtaining an informa-
tivity ordering on the opposition and implication geometries (Theorems 3—4). This
ordering is highly intuitive, and matches well with the geometries’ structural proper-
ties (Lemmas 5-6). We then argued that the Aristotelian geometry is hybrid between
the opposition and implication geometries in an informationally optimal way, since it
consists entirely and exclusively of winners (Theorems 5-6). Finally, we studied the
notion of unconnectedness (Theorems 7-8) and found that this minimally informa-
tive combination does not occur in the classical Aristotelian square, but does appear
in some of its extensions (such as the Béziau octagon).

The following question now arises: what about diagrams such as the Sesmat-
Blanché and Sherwood-Czezowski hexagons? After all, these diagrams are as highly
informative as the classical square (they are also Aristotelian diagrams that do not
contain any unconnectedness), yet they are much less widely known than the square.
In other words, aren’t these hexagons counterexamples to our explanation of the
square’s success in terms of its informativity?

Answering this question requires the introduction of one more logical geometry,
viz., the duality geometry. This geometry is concerned with (the interplay of) internal
and external negations on an operator (e.g. ¢ = —[]-), and is well-known in linguis-
tics (van Benthem 1991; Lobner 1989; Lobner 1990; Westerstahl 2012) and logic
(Demey 2012a; Libert 2012; Veloso et al 2011). Although the duality geometry is
sometimes confused with the Aristotelian geometry (D’ Alfonso 2012; Méles 2012),
they are conceptually independent of each other (Lobner 1990; Smessaert 2012b;
Westerstahl 2012). It turns out that if the duality geometry is taken into account as
well, then the classical square is singled out as the most informative diagram (be-
ing strictly more informative than all of its extensions, including the hexagons). The
details of this additional move will be spelled out in a follow-up paper.

In future research, we intend to explore the various connections between the in-
formational account developed here and the exhaustive typology of Aristotelian dia-
grams developed in Smessaert and Demey (2014). For example, in this typology we
often make use of bitstrings (an algebraic representation of the formulas), and some
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of the informational notions defined here are directly related to bitstring properties
(such as length, i.e., number of bit positions). It can be shown, for example, that two
formulas are unconnected only if their bitstring representations have a length of at
least 4 bit positions.
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Appendix

Remark 7 The group G4 = ({Id,F,N12,FN12},0) is isomorphic to the Klein four-
group V. The latter has generators x,y and can be presented as (x,y \xz =1,y =
1,xy = yx). A concrete isomorphism 1: V — Gy is determined by where it sends the
generators of V: 1(x) = F and 1(y) = N12. The Cayley table of G4 thus looks as
follows:

o | M F N2 FNI2

d | 1 F N2 FNI2

F F Id FN12 NI2
N12 | N12 FN12 1d F
FN12 | FN12 N12  F Id

This group acts faithfully on ¢, and partitions it into six G4-orbits:

1) G4(CD)={CD}, 4)  G4(BI) = {BI},
2)  G4(C) =Gy4(SC) = {C,SC}, 5)  Gu(LI) = G4(RI) = {LI,RI},
3)  G4(NCD) = {NCD}, 6) Ga(NI)={NI}.

Remark 8 The group Gg = ({Id,N1,N2,N12,F,FN1,FN2,FN12}, 0} is isomorphic
to the dihedral group of order 8, i.e., Dg. The latter has generators x,y and can be pre-
sented as (x,y|x* = 1,y> = 1,yxyx = 1). A concrete isomorphism 1: Dg — Gg is
determined by where it sends the generators of Dg: 1(x) = FN2 and 1(y) = F. The
Cayley table of Gg thus looks as follows:

) 1d N1 N2 N12 F FN1 FN2 FNI12
Id 1d N1 N2 N12 F FN1  FN2 FNI12
N1 N1 Id N12 N2 FN2 FNI12 F FN

N2 N2 N12 1d N1 FN1 F FN12 FN2
N12 N12 N2 N1 I1d FN12 FN2  FNI1 F

F F FN1 FN2 FNI12 Id N1 N2 N12
FN1 FN1 F FN12 FN2 N2 N12 1d N1

FN2 | FN2 FNI12 F FN1 N1 Id N12 N2
FN12 | FN12 FN2  FNI F N12 N2 N1 1d

This group acts faithfully on ¢, and partitions it into three Gg-orbits:
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1) Gg(CD) = Gg(BI) = {CD,BI},
2)  Gg(C) = Gg(SC) = Gg(LI) = Gg(RI) = {C,SC,LI,RI},
3) Gg(NCD) = Gg(NI) = {NCD,NI}.

Lemma 7 Consider a binary, truth-functional connective o. Then for all formulas
O,y € L such that S |= @ ey, the following holds:

forall1 <i<4: ife;=0thenS | -Ai(Q,y).

Proof Suppose that o; = 0. By definition of the propositional function A;, this means

that S = A;(@,w) — ~(@ e y). Since S = @ o v, it follows that S = —A;(@, ). O

Remark 9 Lemma 7 can be seen as a partial converse of Theorem 1. To see this
more clearly, recall Remark 1 about the opposition and implication geometries being
defined in terms of A; — A4. Theorem 1 moves from an opposition relation and an
implication relation, i.e., A| — A4, fo a binary connective. Lemma 7 goes exactly in
the other direction: it moves from a binary connective fo A; — A4.

Of course, Lemma 7 is only a partial converse of Theorem 1, because it states that
S = —Ai(@,y) if i = 0, but remains silent about the case i = 1. Based on Definition 6,
one might expect that S = —A;(@, ) if i = 1, but this does not hold in general.
Consider, for example, the binary connective V = (1,1,1,0) and the formulas p and
—p from classical propositional logic (CPL). Since CPL |= pV —p and V| = 1, one
would erroneously conclude that CPL = A (p,—p), i.e., CPL = ~(p A—p).

Definition 11 Let S be a logical system as in Definition 1. Recall that %5 = 095U
JYs is the set of all opposition and implication relations for S. The pair Ag :=
(ZLs,%s) is thus a relational structure, in the sense of Dunn and Hardegree (2001).
Note that S has a notion of logical equivalence =sC %5 x Zs, defined by ¢ =5 y 1<
S = @ <> y. The equivalence class of ¢ € Zs is defined as [¢]=; :={y € L5 | =5
y}. This equivalence relation is actually even a congruence relation on Ag (Dunn
and Hardegree 2001, Definition 2.6.2). In the following definition and lemma, the
subscript S will be left implicit.

Definition 12 Given the relational structure A = (¥, %) and the congruence relation
= on A, we define the quotient structure A/ = := (¥ /=, ¥4/ =), with £/ = =
{[®]| @ € £}, and each relation R/ = € ¥ /= defined as follows: ([¢],[y]) €eR/=
< 3y € [y]: (¢,¥') € R (Dunn and Hardegree 2001, p. 23).

Lemma 8 Since BI € ¥, the quotient structure A/ = will also contain the relation
BI/=. But since = and BI are actually the same relation, BI | = is the identity relation
onZ/=

Proof For any [¢],[y] € £ /=, we have:
(lol,lv])eBl/= & 3y ely]: (p,y)eBI
& WeL y=yado=y
< 9=y
< lel=1yl

Hence, each [¢] stands in the BI / =-relation to exactly one element, viz., itself. O
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